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Abstract. In a typed language such as Java, inlining of virtual methods
does not always preserve typability. The best known solution to this
problem is to insert type casts, which may hurt performance. This paper
presents a solution that never hurts performance. The solution is based
on a transformation that modifies static type annotations and changes
some virtual calls into static calls, which can then be safely inlined.
The transformation is parameterised by a flow analysis, and for any
analysis that satisfies certain conditions, the transformation is correct
and idempotent. The paper presents the transformation, the conditions
on the flow analysis, and proves the correctness properties; all in the
context of a variant of Featherweight Java.

1 Introduction

1.1 Background

A number of recent compilers use typed intermediate languages (e.g., [11, 12,
21, 6]) to obtain debugging and optimisation benefits [11, 19]. Such compilers
require transformations that are typability preserving, that is, transformations
that produce output that type checks. This paper is concerned with one such
transformation, that of inlining of method calls in a statically-typed object-
oriented language. While there has been substantial previous work on method
inlining (e.g., [2, 3]), the known approaches are either for an untyped language,
or have to rely on adding type casts or extra types, as we explain next.

Consider the following well-typed Java program:

```java
class B {
  B m() { return this; }
}

class C extends B {
  C f;
  B m() {
    return this.f;
  }
}
```

// a code snippet:
B x = new C();
x = x.m();
x = ((B) new C()).m();
```
Both of the method calls \( x.m() \) and \((\text{B})\text{new} \ C() .m() \) have a unique target method that is a small code fragment, so it makes sense to inline these calls.

In both cases, a compiler could inline by taking the body of \( m \) and replacing \texttt{this} with the actual receiver expression to get:

\[
x = x.f; \quad \text{// does not type check}\n\]
\[
x = ((\text{B})\text{new} \ C()).f \quad \text{// does not type check}\n\]

These two assignments do not type check. The reason is that while \texttt{this} in class \( C \) has static type \( C \), both \( x \) and \((\text{B})\text{new} \ C() \) have static type \( B \). Hence, both \( x.f \) and \((\text{B})\text{new} \ C() .f \) will yield the compile-time error that there is no \( f \)-field in either \( x \) or \((\text{B})\text{new} \ C() \).

The problem can be solved by inserting type casts. In their Java compiler, Wright et al. [21] insert type casts (in the form of a typecase expression) of \texttt{this} in all translated method bodies. Applying this idea to our example program produces the following declaration for method \( m \) in class \( C \):

\[
\begin{align*}
\text{B} & \ m() \{ \\
& \quad \text{return } ((\text{C})\text{this}).f; \\
\}
\end{align*}
\]

After inlining, the two assignments type check:

\[
x = ((\text{C})x).f; \quad \text{// type checks} \\
x = ((\text{C})((\text{B})\text{new} \ C())).f; \quad \text{// type checks} 
\]

A different approach was taken by Gagnon et al. [5] who first compile Java to an untyped representation of Java bytecode, and then infer types to regain static type annotations. Their results show that this works well for a substantial suite of benchmark programs. In general, however, their algorithm for type inference may fail, and in such cases they revert to inserting type casts.

A third approach, which does not require type casts at all, is to add new types to the program. Knoblock and Rehof [10] demonstrated how to do that automatically in such a way that type inference will succeed for all verifiable Java bytecode programs.

In general, inserting type casts may hurt performance, and adding new types may not be acceptable. Since these type casts and types are not added in the untyped setting, they are there just for the purposes of satisfying the type system. It is intellectually unsatisfying that we cannot just use the untyped techniques. Until now, it has remained an open problem to devise a scheme for supporting typability-preserving method inlining in a way that does not require the insertion of type casts or new types.

### 1.2 Our Result

We present an approach to typability-preserving method inlining that never hurts performance, and does not require the insertion of type casts or new types. Our approach is based on a transformation that modifies static type annotations.
and changes some virtual calls into static calls, which can then be safely inlined.

The transformation is parameterised by a flow analysis, and for any analysis
that satisfies certain conditions, the transformation is correct and idempotent.
We present the transformation, the conditions on the flow analysis, and prove
the correctness properties; all in the context of a variant of Featherweight Java.
It is straightforward to extend our approach to full Java.

Note that our transformation, like most previous work, is a whole-program
transformation. By making suitable conservative assumptions it could be used
to transform separate program fragments. How effective this might be is beyond
the scope of this paper. We also leave open the question of how suitable the
transformation might be to a just-in-time compiler.

The flow analysis approximates the results of evaluating expressions. For
each expression, it determines a set of classes such that every possible result
of evaluating the expression is an instance of one of those classes. Given such
a set the transformation can use the least upper bound as the new explicit
type information. For our example program, the best flow set for both receiver
expressions in the program is \{C\}, and the least upper bound for this set is C.
Therefore, in the transformed program the code snippet is as follows—and it
type checks:

```java
C x = new C();  // the type of x has been changed to C
x = x.m();

x = ((C)new C()).m();  // the type cast has been changed to C
```

Inlining then produces the following well-typed code snippet:

```java
C x = new C();
x = x.f;  // type checks
x = ((C)new C()).f;  // type checks
```

One result of our study is the need to align the flow analysis with the type
system, and this is crucial to our proofs. In particular, there were several aspects
of Java’s type system that lead to unusual conditions on the flow analysis. One
element is Java’s lack of a bottom type leading to a nonemptiness condition
on flow sets. Another example is the mixed use of subset [1, 14] and equality
constraints [4]. (An idea also studied by Fähndrich and Aiken [4].) We were lead
to this mixture by well known results about aligning flow analyses with type
systems [16, 7, 15, 17, 10], and in particular that subset constraints correspond to
subtyping. The Java type system allows the use of subtyping in some places but
not in others. Thus, our flow analyses must satisfy subset constraints in some
places and equality constraints in others.

Our approach does method inlining in two steps:

1. change some dynamic method invocations to static method invocations (and
   change the type annotations and the classes used in type casts) and
2. inline the static method invocations.

The idea is, as in previous work, that in a dynamic method dispatch `e.m(e1,
\ldots, en)`, if all the objects that `e` could evaluate to are instances of classes which
inherit m from a fixed class D, then the dynamic dispatch can be transformed to a static dispatch e.D::m(e1, ..., en). (The expression e.D::m(e1, ..., en) invokes D’s version of m on e with e1 through en as arguments.) A static dispatch e.D::m(e1, ..., en) can be inlined to e’{this.x1, ..., xn := e, e1, ..., en} where D has for method m, body e’ and parameters x1 through xn. This is nothing other than applying a nonstandard reduction rule at compile time, and it is straightforward to show that the rule is typeability preserving.

The following section presents our variant of Featherweight Java, Section 3 presents the constraints flow analyses must satisfy, and Section 4 presents the program transformation. The proofs of the correctness theorems are presented in three appendices.

2 The Language

We formalise our results in Featherweight Java [8] (FJ) extended with a static dispatch construct, a language we call FJS. The language and its presentation follow the original FJ paper as closely as possible.

As in FJ, an FJS program is a list of class definitions and an expression to be evaluated. Each class definition is in a stylised form. Every class extends another, top level classes extend Object. Every class has exactly one constructor. This constructor has one parameter for each of the fields of the class, with the same names and in the same order. It first calls the superclass constructor with the parameters that correspond to the superclass’s fields. Then it uses the remaining parameters to initialise the fields declared in the class. Constructors are the only place where super or = appear in an FJS program. The receiver of a field access or method invocation is always explicit, this is used to refer to an object’s fields and methods. FJS is functional, so a method body consists just of a return statement with an expression and there is no void type. There are just six forms of expressions: variables, field access, object constructors, dynamic casts, dynamic method invocation, and static method invocation. Although FJS does not have super, static method invocation can be used to call a superclass’s methods. The remainder of this section formalises the language.

2.1 Syntax and Semantics

The syntax of FJS is:

\[ P ::= (C,D,e) \]

\[ CD ::= \text{class } C \text{ extends } C \{ \overline{C} \overline{f}; K \} \]

\[ K ::= C(\overline{C} \overline{f}) \{ \text{super}(\overline{f}); \text{this.} \overline{f} = \overline{f} \} \]

\[ M ::= C \ m(\overline{C} \overline{x}) \{ \text{return} \overline{e}; \} \]

\[ e ::= x | e.f | \text{new} C(\overline{e}) | (C).\overline{f} | e.m(\overline{e}) | e.C::m(\overline{e}) \]

The metavariables A, B, C, D, and E range over class names; f and g range over field names; m ranges over method names; x ranges over variables; d and e range
over expressions; \( M \) ranges over method definitions; \( K \) ranges over constructors; \( CD \) ranges over class definitions; and \( P \) ranges over programs. \texttt{Object} is a class name, but no program may give it a definition; \texttt{this} is a variable, but no program may use it as a parameter. The over bar notation denotes sequences, so \( \overline{f} \) abbreviates \( f_1, \ldots, f_n \). This notation also denotes pairs of sequences in an obvious way—\( \overline{c} \overline{f} \) abbreviates \( c_1 f_1^c, \ldots, c_n f_n^c \). \( C \overline{f} \) abbreviates \( c_1 f_1^c \ldots c_n f_n^c \); and \( \texttt{this.} \overline{f} \) abbreviates \( \texttt{this.f}_1 = f_1; \ldots; \texttt{this.f}_n = f_n \). The empty sequence is \( \cdot \), and comma concatenates sequences. Sequences of class definitions, field declarations, method definitions, and parameter declarations may not contain duplicate names. We abuse notation and consider a sequence of class definitions to also be a mapping from class names to class definitions, and write \( \overline{C}(C) \) to mean the definition of \( C \) under the map corresponding to \( \overline{C} \). Any class name \( C \) except \texttt{Object} appearing in a program must be given a definition by that program, and the extends clauses of a program must be acyclic.

Class definition \texttt{class C extends D \{ } \overline{C} \overline{f} \texttt{\}; } K \overline{K} \texttt{\}) declares class \( C \) a subclass of \( D \). In addition to the fields of its superclass, \( C \) has fields \( \overline{f} \) of types \( \overline{c} \). \( K \) is the constructor for the class, and has the stylised form described above. \( \overline{K} \) are the methods declared by \( C \), they may be new methods or might override those of \( D \). \( C \) also inherits all methods of \( D \) that it does not override. Method declaration \( C m(\overline{C} \overline{f}) \{ \text{return e; } \} \) declares a method \( m \) with return type \( C \), with parameters \( \overline{f} \) of types \( \overline{c} \), and that when invoked evaluates expression \( e \) and returns it as the result of the invocation.

As mentioned above, there are six forms of expression: variables \( x \), field selection \( e.f \), object constructors \texttt{new} \( C(\overline{x}) \), casts \( (C)e \), dynamic method invocations \( e.m(\overline{c}) \), and static method invocations \( e::C::m(\overline{x}) \). The latter invokes \( C \)'s version of method \( m \) on object \( e \), which should be in \( C \) or one of its subclasses.

Metavariable \( \ell \) ranges over a set of labels. Notice that there is a label associated with all expressions, fields, method returns, and formal arguments; these labels are assumed to be unique. For a program \( P \), \texttt{labels}(P) denotes the set of labels used in \( P \). To simplify the technical definitions later, all the field names and argument names must be distinct. Furthermore, the label on any variable occurrence must be the same as the label on its declaration, and any two occurrences of \texttt{this} in a class must have the same label. Any well-typed program can easily be transformed to satisfy these conditions. Function \texttt{lab} maps an expression, a field name, or an argument name to its label.

Some auxiliary definitions that are used in the rest of the paper appear in Figure 1. Unlike the FL paper, we do not make the list of class declarations global, but have them appear explicitly as parameters to functions, predicates, and rules. Function \texttt{fields}(\overline{C}, C) returns a list of \( C \)'s fields and their types; \texttt{ntype}(\overline{C}, C, m) returns the type of method \( m \) in class \( C \), this type has the form \( \overline{c} \rightarrow C \) where \( C \) is the return type and \( \overline{c} \) are the argument types; \texttt{mbody}(\overline{C}, C, m) returns the body of method \( m \) in class \( C \), this has the form \( \ell \cdot C.e \) where \( \ell \) is the label of the return statement, \( e \) is the expression to evaluate, and \( \overline{x} \) are the parameter names; \texttt{impl}(\overline{C}, C, m) returns the class from which class \( C \) inherits method \( m \) (this might be \( C \) itself if \( C \) declares \( m \)), this has the form \( D::m \) where \( D \) is the class.
Field Lookup:

\[
\text{fields(CD, Object)} = \cdot \tag{1}
\]

\[
\text{CD(C) = class C extends D \{ } f^j; K \text{ } \text{ fields(D)} = \cdot \text{ } \cdot \tag{2}
\]

Method Type Lookup:

\[
\text{mtype(CD, C, m) = B' } \rightarrow B_b \tag{3}
\]

\[
\text{mtype(CD, C, m) = mtype(CD, D, m)} \tag{4}
\]

Method Body Lookup:

\[
\text{mbody(CD, C, m) = (f, \tau, e)} \tag{5}
\]

\[
\text{mbody(CD, C, m) = mbody(CD, D, m)} \tag{6}
\]

Class of Method Lookup:

\[
\text{impl(CD, C, m) = C; :m} \tag{7}
\]

\[
\text{impl(CD, C, m) = impl(CD, D, m)} \tag{8}
\]

Valid Method Overriding:

\[
\text{mtype(CD, D, m) = B'} \rightarrow B_b \text{ implies } C = B' \text{ and } C_0 = D_0 \tag{9}
\]

Fig. 1. Auxiliary Definitions

\[
\text{fields(CD, C) = } f^j \tag{10}
\]

\[
\text{CD} \vdash C \subseteq; D \tag{11}
\]

\[
\text{mbody(CD, C, m) = (f, \tau, e)} \tag{12}
\]

\[
\text{mbody(CD, D, m) = (f, \tau, e)} \tag{13}
\]

Fig. 2. Operational Semantics
Predicate $\text{override}(\mathcal{C}, D, m, \mathcal{C} \rightarrow \mathcal{C})$ is true when method $m$ of type $\mathcal{C} \rightarrow \mathcal{C}$ may be declared in a subclass of $D$. It checks that if $D$ declares or inherits $m$ then it has the same type, as required by Java's type system. The more general rule with contravariant argument types and covariant result types could be used, and the results of this paper would still hold (the definition of acceptable flow would change slightly).

The operational semantics of the language appear in Figure 2. Metavariable $X$ ranges over evaluation contexts, which are expressions with exactly one hole; $X(e)$ denotes the expression formed by replacing the hole in $X$ by the expression $e$. Unlike the FJ paper, in addition to making the list of class declarations explicit in the rules we make the evaluation context explicit as well.

Because the language is functional and each class has exactly one constructor of a particular form, the values of the language, which are all objects, can be represented using object constructors $\text{new}^\ell \mathcal{C}(\overline{\mathcal{A}})$. Field access reduces to the appropriate element of $\overline{\mathcal{A}}$. The cast $\mathcal{C}^\ell \text{new}^\ell \mathcal{D}(\overline{\mathcal{A}})$ reduces to the object $\text{new}^{\ell_2} \mathcal{D}(\overline{\mathcal{A}})$ if $D$ is a subclass of $C$. If $D$ is not a subclass of $C$ then the cast is irreducible representing that the cast fails as a checked run-time error. The reduction rule for method invocation $\text{new}^{\ell_1} \mathcal{C}(\overline{\mathcal{A}}) \cdot m(\overline{\mathcal{A}})^{\ell_2}$ looks up the method body of $m$ in $C$, if this is $(\ell, \mathcal{X}, e_0)$ then the reduced expression is the body $e_0$ with the actuals $\overline{\mathcal{A}}$ substituted for the formals $\overline{\mathcal{X}}$ and the object $\text{new}^{\ell_1} \mathcal{C}(\overline{\mathcal{X}})$ substituted for this.

Static method invocation $\text{new}^{\ell_2} \mathcal{C}(\overline{\mathcal{X}}) \cdot \mathcal{D} : : m(\overline{\mathcal{A}})^{\ell_3}$ reduces similarly except that the method is looked up in $D$ not $C$. Note that this method lookup can be done at compile time and a static method invocation can be implemented as a direct call rather than an indirect call through a virtual-dispatch table.

An irreducible expression is stuck if it is of the form $X(e \cdot f^\ell)$, $X(e \cdot m(\overline{\mathcal{X}})^{\ell})$, or $X(e \cdot D : : m(\overline{\mathcal{A}})^{\ell})$. The type system prevents stuck expressions from occurring during execution of a program. Irreducible expressions that are not stuck are of the form $v := \text{new}^\ell \mathcal{C}(\overline{\mathcal{X}})$ or $X((C)^{\ell_2} \text{new}^{\ell_1} \mathcal{D}(\overline{\mathcal{A}}))$ where $D$ is not a subclass of $C$; the former represents normal termination with a fully evaluated object, the latter represents a failed cast.

### 2.2 Type System

The type system consists of the following judgements:

<table>
<thead>
<tr>
<th>Judgement</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{C} \vdash \mathcal{C} : D$</td>
<td>$\mathcal{C}$ is a subtype of $D$</td>
</tr>
<tr>
<td>$\mathcal{C}, \Gamma \vdash e \in \mathcal{C}$</td>
<td>$e$ is well formed and of type $\mathcal{C}$</td>
</tr>
<tr>
<td>$\mathcal{C} \vdash M \text{ OK in } \mathcal{C}$</td>
<td>$M$ is well formed in class $\mathcal{C}$</td>
</tr>
<tr>
<td>$\mathcal{C} \vdash \mathcal{D} \text{ OK}$</td>
<td>$\mathcal{D}$ is well formed</td>
</tr>
<tr>
<td>$\vdash \mathcal{P} \in \mathcal{C}$</td>
<td>$\mathcal{P}$ is well formed and of type $\mathcal{C}$</td>
</tr>
</tbody>
</table>

A typing context $\Gamma$ has the form $\mathcal{X} : \mathcal{C}$ where there are no duplicate variable names. The only types are the names of classes, and such a type includes all instances of that class and its subclasses. The rules appear in Figure 3. The bar notation denotes sequences of typing judgements, so $\mathcal{C}, \Gamma \vdash \mathcal{X} \in \mathcal{C}$ abbreviates $\mathcal{C}, \Gamma \vdash e_1 \in \mathcal{C}_1, \ldots, \mathcal{C}, \Gamma \vdash e_n \in \mathcal{C}_n$. 
Subtyping:

\[
\begin{align*}
\Gamma \vdash C <: C & \quad (14) \\
\Gamma \vdash C <: D & \quad \Gamma \vdash D <: E & \quad (15) \\
\Gamma \vdash C <: E & \quad (16) \\
\Gamma(C) = \text{class } C \text{ extends } D \{ \ldots \} & \\
\Gamma \vdash C <: D & \\
\end{align*}
\]

Expression Typing:

\[
\begin{align*}
\Gamma, \rho \vdash x' \in \Gamma(x) & \quad (17) \\
\Gamma, \rho \vdash a_0 \in C_0 & \quad \text{fields} (\Gamma, C_0) = \mathcal{F} & \quad (18) \\
\Gamma \vdash a_0 : f_j & \in C_i & \quad (19) \\
\Gamma, \rho \vdash a_0 \in D & \quad \text{mtyp}e (\mathcal{F}, D, m) = \mathcal{F} \rightarrow E_0 & \quad (20) \\
\Gamma \vdash \pi \in \mathcal{F} & \quad (21) \\
\Gamma, \rho \vdash a_0 : m(\pi) \in E_0 & \quad (22) \\
\end{align*}
\]

Method Typing:

\[
\begin{align*}
\Gamma; \text{this} : C; \mathcal{F} ; \rho \vdash a_0 \in E_0 & \\
\Gamma \vdash E_0 <: C_0 & \\
\Gamma(C) = \text{class } C \text{ extends } D \{ \ldots \} & \\
\Gamma \vdash C_0 : \text{m}(\mathcal{F} : x') \{ \text{return}\ a_0 \} \text{ OK in } C & \quad (23) \\
\end{align*}
\]

Class Typing:

\[
\begin{align*}
\Gamma \vdash \mathcal{F} \text{ OK in } C & \\
\text{fields} (\Gamma, D) = \mathcal{F} & \\
\Gamma \vdash \text{class } C \text{ extends } D \{ \mathcal{F} : \text{this} = \mathcal{F} \} \text{ OK} & \quad (24) \\
\end{align*}
\]

Program Typing:

\[
\begin{align*}
\Gamma \vdash \mathcal{G} \text{ OK} & \\
\Gamma, a : e \in C & \quad (25) \\
\end{align*}
\]

**Fig. 3.** Typing Rules
The rules for constructors and method invocation check that each actual has a subtype of the corresponding formal. The typing rule for dynamic method dispatch looks up the type of the method in the class of the receiver. The typing rule for static method dispatch \( \phi : D : m(\mathcal{C}) \ell \) requires that \( \phi \) has some subtype of \( D \) and looks up the type of the method in \( D \). As in FJ, the typing rules allow stupid casts, such as \( (\mathcal{C})^{\ell} : \text{new} \ D(\mathcal{C}) \) where \( D \) is not a subclass of \( \mathcal{C} \) and the cast will always fail. Allowing stupid casts is needed to prove type preservation. Unlike in FJ, FJS has only one rule for casts, which just requires the expression being cast to have some type. This rule is equivalent to FJ’s three rules except that it does not issue stupid-cast warnings. The type system is sound, that is, well-typed programs never get stuck. This fact is stated in the following theorem, which can be proved by standard methods [13, 20, 8].

**Theorem 1 (Type Soundness).** If \( \vdash P \in \mathcal{C} \) then \( P \) does not reduce to a program with a stuck expression.

The rules are syntax directed, with the exception of the rules for subtyping. So, disregarding the details of how subtyping judgments are derived, for any program there is exactly one derivation possible. Thus for a program \( P \) and any \( \ell \), which can be the label of a field, method parameter, method return, or expression appearing in \( P \), there is a uniquely determined static type for the program point labeled \( \ell \), written \( \text{static-type}(\ell, P) \).

## 3 Flow Analysis

A flow analysis approximates the results of evaluating expressions. In our setting, flow information for an expression is a set of classes such that the expression will evaluate to an instance of one of those classes.

For a program \( P \), \( \text{classes}(P) \) denotes the set of class names declared in \( P \), \( \text{flow}(P) \) is the powerset of \( \text{classes}(P) \); \( \text{subclasses}(P, \mathcal{C}) \) is the set of subclasses of \( \mathcal{C} \) (including \( \mathcal{C} \)). Flow information for \( P \) is a member of \( \text{flow-information}(P) = \text{labels}(P) \rightarrow \text{flow}(P) \). Metavariables \( S \) and \( T \) range over \( \text{flow}(P) \) and \( \varphi \) ranges over \( \text{flow-information}(P) \). We order \( \text{flow-information}(P) \) such that \( \varphi_1 \leq \varphi_2 \) if and only if \( \varphi_1(\ell) \subseteq \varphi_2(\ell) \) for every \( \ell \in \text{labels}(P) \). In \( \text{flow-information}(P) \), the least element is \( \lambda \ell . \emptyset \) and the greatest element is \( \lambda \ell . \text{classes}(P) \).

Some members of \( \text{flow-information}(P) \) are not valid approximations of the results of evaluating expressions in \( P \), and do not support our program transformation. The flow analyses with the desired properties are the ones that are both acceptable and type respecting. (The term “type respecting” was coined by Jagannathan et al. [9].) Intuitively, an acceptable analysis contains sets that are big enough, in that it correctly approximates the results of evaluating expressions. A type-respecting analysis contains sets that are small enough, in that it is at least as precise as the static type system, that is, each flow only contains classes that are subclasses of the corresponding static type. For a program \( P \), we define:

\[
\text{acceptable}(P) = \{ \varphi \in \text{flow-information}(P) \mid \}
\]
\( \varphi \) satisfies the conditions listed in Figure 4 \)

\[
\text{type-respecting}(P) = \{ \varphi \in \text{flow-information}(P) \mid \\
\forall \ell \in \text{labels}(P) : \varphi(\ell) \subseteq \text{subclasses}(P, \text{static-type}(\ell, P)) \}
\]

\[
\text{flow-analysis}(P) = \text{acceptable}(P) \cap \text{type-respecting}(P).
\]

The conditions in Figure 4 for a flow analysis to be acceptable are somewhat unusual. The design of those conditions is influenced by the way the program transformation will use flow information to change type annotations: for a program point with label \( \ell \), the transformation uses the least upper bound of \( \varphi(\ell) \), written \( \cup \varphi(\ell) \), as the new type annotation. With that in mind, here is a closer look at the rules in Figure (4).

First, notice that Rule (40) ensures that least upper bounds are of a nonempty set. Rules (26)–(37) are related to one way of specifying 0-CFA \[18, 14, 15\]. The unusual aspect of them is that they are a mixture of subset constraints \[14\] and equality constraints \[15\]. If the sole purpose were to approximate the results of evaluating expressions, then all of the equality constraints can be relaxed to be subset constraints. The reason for using equality constraints in some cases is to align the flow analysis with the type system. The type system does not have a general subsumption rule that allows subtyping to be used everywhere. Rather, in the type rules in Figure 3, subtyping is used in four places: Rule (19) for \textit{new}-expressions, Rule (21) for calls, Rule (22) for static calls, and Rule (23) for method typing. In each case, there is a subset constraint in the corresponding rule for acceptable flow analyses in Figure 4: Rule (27) for \textit{new}-expressions, Rule (30) for dynamic method invocations, Rule (33) for static method invocations, and Rule (37) for method typing. In contrast, Rule (18) for field selection requires the type of the field to equal the type of the field-selection expression; this is matched by the equality constraint in Rule (26). A similar comment applies to Rules (31) and (34). Rules (29), (32), and (35) have no counterparts in the type system and are needed to ensure that the flow analysis approximates the results of evaluating expressions. Rule (36) is rather conservative: it says that the \texttt{this} object always can be an object of the class in which \texttt{this} occurs. The rule is needed because of Rule (23) for method typing, which asserts that \texttt{this} has type \( \mathfrak{C} \). Finally, Rules (38) and (39) ensure that the signature of a method and the signature of an overriding method are the same.

A variant of Class Hierarchy Analysis \[2\] (CHA) can be defined as follows:

\[
\text{CHA}(P) = \lambda f. \text{subclasses}(P, \text{static-type}(f, P)).
\]

It is straightforward to show that \text{CHA}(P) is the coarsest flow analysis of \( P \), as stated in the following theorem.

**Theorem 2.** (CHA) \text{CHA}(P) is the greatest element of \text{flow-analysis}(P).

Note that \text{flow-analysis}(P) does not have a least element. This is due to Rule (40) that requires all flows to be nonempty. If Java had a bottom type, then this type could be used as the least upper bound of the empty set and Rule (40) would not be needed. Then \text{flow-analysis}(P) would be a meet semilattice with both a
- for each \( e, f \) in \( P \):
  \[
  \varphi(\text{lab}(f)) = \varphi(\ell)
  \]
  (26)

- for each new \( D(\overline{X}) \) in \( P \), where \( \text{fields}(\overline{D}, D) = \overline{X}, \overline{Y} \):
  \[
  \varphi(\text{lab}(\overline{X})) \subseteq \varphi(\text{lab}(\overline{Y}))
  \]
  (27)

- for each \( (D)^e \) in \( P \):
  \[
  \varphi(\text{lab}(e)) \cap \text{subclasses}(P, D) = \varphi(\ell)
  \]
  (29)

- for each \( e, m(\overline{S})^f \) in \( P \) and each class \( D \) in \( P \), where \( mbody(\overline{S}, D, m) = (\ell', \overline{X}, \overline{e'}) \), \( \text{impl}(\overline{D}, D, m) = \overline{E} : : m \), and \( \ell'' \) is the label for \( E \)'s this occurrences:
  \[
  D \in \varphi(\text{lab}(e)) \Rightarrow \varphi(\text{lab}(\overline{S})) \subseteq \varphi(\ell')
  \]
  (30)

- for each \( e, D : : m(\overline{S})^f \) in \( P \), where \( mbody(\overline{S}, D, m) = (\ell', \overline{X}, \overline{e'}) \), \( \text{impl}(\overline{D}, D, m) = \overline{E} : : m \), and \( \ell'' \) is the label for \( E \)'s this occurrences
  \[
  \varphi(\text{lab}(\overline{S})) \subseteq \varphi(\ell')
  \]
  (33)

- for each class \( C \) in \( P \), where \( \ell \) is the label for \( C \)'s this occurrences:
  \[
  C \in \varphi(\ell)
  \]
  (36)

- for each method \( m \) in \( P \), with body \{ \text{return } e_0 \}
  \[
  \varphi(\text{lab}(e_0)) \subseteq \varphi(\ell)
  \]
  (37)

- for each method name \( m \) declared or inherited in class \( C \) of \( P \), if
  \[
  (\overline{C}, C) = \text{class } C \text{ extends } D \{ \overline{D}, F, K \}
  \]
  \[
  mbody(\overline{D}, C, m) = (\ell_1, \overline{X}_1, e_1)
  \]
  \[
  mbody(\overline{D}, D, m) = (\ell_2, \overline{X}_2, e_2)
  \]
  then
  \[
  \varphi(\text{lab}(\overline{X}_1)) = \varphi(\text{lab}(\overline{X}_2))
  \]
  (38)

- for each \( \ell \in \text{labels}(P) \):
  \[
  \varphi(\ell) \neq \emptyset
  \]
  (40)

**Fig. 4.** Requirements for an acceptable flow analyses \( \varphi \) of a program \( P = (\overline{D}, e) \).
greatest and least element. However, Java does not have a bottom type, so we have kept this constraint.

The property of being a flow analysis is preserved during computation, as stated in the following theorem, which is proved in Appendix A. (Palsberg [14] proved a similar result for the λ-calculus.)

**Theorem 3 (Flow Preservation).** If $\varphi \in \text{flow-analysis}(P_1)$ and $P_1 \rightarrow P_2$, then $\varphi \in \text{flow-analysis}(P_2)$.

It is straightforward to compute $\text{CHA}(P)$. However, since $\text{CHA}(P)$ is the greatest element of $\text{flow-analysis}(P)$, it is the most conservative choice of flow analysis and will lead to the least number of inlinings. This raises the question of whether other polynomial-time algorithms could do better. The main difficulty is that $\text{flow-analysis}(P)$ does not have a least element so there is not a unique best choice of flow analysis that improves on $\text{CHA}(P)$.

To illustrate that indeed there is a better polynomial time algorithm, we now define a flow analysis with mixed constraints and nonempty sets; the analysis is called $\text{MN}(P)$ (for Mixed and Nonempty). First, the notion of lifting a flow analysis is:

$$
lift(\varphi) : \text{flow-information}(P) \rightarrow \text{flow-information}(P)
$$

$$
lift(\varphi) = \lambda \ell. \begin{cases} 
\varphi(\ell) & \text{if } \cup \varphi(\ell) \text{ exists} \\
\{ \text{static-type}(\ell, P) \} & \text{otherwise}
\end{cases}
$$

Notice that $\lift(\varphi)(\ell) \neq \emptyset$ for all $\ell \in \text{labels}(P)$. For Featherweight Java and FJS, $\cup \varphi(\ell)$ exists for all nonempty sets $\varphi(\ell)$. The full Java type system enables multiple subtyping among interfaces which can lead to nonempty flows without a least upper bound.

Second, the definition of $\text{MN}(P)$ is:

$$
\varphi_0 = \text{the least flow analysis satisfying Rules (26)-(39)}
$$

$$
\text{MN}(P) = \text{the least flow analysis greater than } \lift(\varphi_0) \text{ satisfying Rules (26)-(39)}
$$

This algorithm is polynomial time: $\varphi_0$ takes polynomial time to compute using the technique of Fähndrich and Aiken [4], which intuitively is a fixed-point computation with $\lambda \ell. \emptyset$ as the starting point. Lifting clearly takes polynomial time, and $\text{MN}(P)$ takes polynomial time to compute by using the Fähndrich-Aiken algorithm again, but this time with $\lift(\varphi_0)$ as the starting point for the fixed-point computation. This two-step procedure makes $\cup \text{MN}(P)(\ell)$ equal to $\text{static-type}(\ell, P)$ for any $\ell \in \text{labels}(P)$ such that $\varphi_0(\ell) = \emptyset$. Thus the program transformation based on $\text{MN}(P)$ will not change the type annotation for the program points labeled by such $\ell$.

There might be worthwhile elements of $\text{flow-analysis}(P)$ other than $\text{CHA}(P)$ and $\text{MN}(P)$. Any element of $\text{flow-analysis}(P)$ can be used as an argument to the program transformation, which we present next.
4 Program Transformation

The program transformation is parameterized by a flow analysis, and it operates on program fragments and type environments in a compositional fashion. It transforms each program fragment into a similar program fragment with the same label, and it transforms each type environment into a type environment which defines the same variables. The changes made by the transformation are that:

- it changes some dynamic method invocations to static method invocations,
- it changes the type annotations, and
- it changes the classes used in type casts.

In each case, the change is made on the basis of the supplied flow analysis. Specifically, (1) a dynamic call is changed to a static call when the flow analysis determines that there is a unique target method and (2) a type annotation and the class in a type cast are changed to the least upper bound of the classes in the corresponding flow. Taking the least upper bound of the classes in a flow is justified because the transformation is restricted to flow analyses that are acceptable and type respecting, so: (i) all flows are nonempty, (ii) nonempty sets of classes admit least upper bounds because \( FS \) is a single-inheritance language, and (iii) the property of being type respecting implies that the new types (that is, the least upper bounds) can only more refined than the old ones.

The transformation consists of the following cases:

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>([P]_\varphi)</td>
<td>the transformation of (P) using (\varphi)</td>
</tr>
<tr>
<td>([CD]_\varphi)</td>
<td>the transformation of (CD) using (\varphi) and (\overline{CD})</td>
</tr>
<tr>
<td>([K]_\varphi)</td>
<td>the transformation of (K) using (\varphi)</td>
</tr>
<tr>
<td>([M]_\varphi)</td>
<td>the transformation of (M) using (\varphi) and (\overline{CD})</td>
</tr>
<tr>
<td>([e]_\varphi)</td>
<td>the transformation of (e) using (\varphi) and (\overline{CD})</td>
</tr>
<tr>
<td>([F]_\varphi)</td>
<td>the transformation of (F) using (\varphi)</td>
</tr>
</tbody>
</table>

The definition of the transformation appears in Figure 5.

We now present four correctness theorems: the transformation preserves typability, the transformation is operationally correct, a flow analysis of the original program is also a flow analysis of the transformed program, and the transformation is idempotent. First our main result, which is proved in Appendix B.

**Theorem 4 (Typability Preservation).** Suppose \(\varphi \in \text{flow-analysis}(P)\) and \(P = (\overline{a}, e)\). If \(P \in C \text{ then } [F]_\varphi \in \cup\varphi(\text{lab}(e))\).

The transformation is also operationally correct, in that the transformed program simulates the original program step for step and vice versa, as stated in the following theorem, which is proved in Appendix C. Operational correctness for a multistep computation follows from Theorems 3 and 5.
Fig. 5. The Transformation of Dynamic to Static Dispatch

Theorem 5 (Operational Correctness). If $\varphi \in \text{flow-analysis}(P_1)$ then $P_1 \mapsto P_2$ if and only if $[P_1]_\varphi \mapsto [P_2]_\varphi$.

It is straightforward to prove that a flow analysis of a program is also a flow analysis of the transformed program, as stated in the following theorem.

Theorem 6 (Analysis Preservation). If $\varphi \in \text{flow-analysis}(P)$, then $\varphi \in \text{flow-analysis}([P]_\varphi)$.

Given a flow analysis, it is sufficient to apply the transformation only once; applying it again will not lead to any further change. We can state this as the following idempotence property of the transformation, which is straightforward to prove.

Theorem 7 (Idempotence). If $\varphi \in \text{flow-information}(P)$ then $[[P]_\varphi]_\varphi = [P]_\varphi$.

5 Conclusion

Type-safe method inlining can be done for a single-inheritance language without resorting to the insertion of type casts or new types. Our approach is based on flow analysis, and our experience is that it is tricky to get the requirements for the flow analysis right. During the process of proving correctness, we discovered the need for flow constraints that would not usually be used in a flow analysis, e.g.,
Rule (36). The requirement that all flow sets must be nonempty is unusual, and it
events that there is no unique best analysis that satisfies the requirements. While
Class Hierarchy Analysis and our own MN analysis satisfy requirements, more
work is needed to investigate alternatives. Future work includes implementing
and experimenting with our approach in the context of Java.
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A Proof of Theorem 3

First, observe that \( \text{labels}(P_2) \subseteq \text{labels}(P_1) \) so \( \varphi \) (restricted to \( \text{labels}(P_2) \)) is a flow
analysis of \( P_2 \). Let \( P_i = (G_i, X_i, e_i) \) where \( e_1 \) and \( e_2 \) are as in the rules of Figure 2.
Since \( P_1 \) and \( P_2 \) differ only in \( e_1 \) and \( e_2 \), \( \varphi \) satisfies the conditions for acceptability
and type respecting for \( P_2 \) except for the conditions on \( e_2 \) and its subexpressions
that are not subexpressions of \( e_1 \), and on the expression that \( e_1 \) appears im-
mediately within. The last condition will hold if \( \varphi(\text{lab}(e_2)) \subseteq \varphi(\text{lab}(e_1)) \). Thus, we need just to show the latter and that \( \varphi \) satisfies the conditions for \( e_2 \) and its
subexpressions that are not subexpressions of \( e_1 \). Consider the various cases for
the reduction rule.

field selection: In this case \( e_1 = \text{new}^{f_i} C(\pi).f_i^{e_i} \) and \( e_2 = e_i, \) and \( \text{fields}(\overline{C}, C) = \overline{\mathbb{C}} \mathbb{F} \). Thus, \( e_2 \) is a subexpression of \( e_1 \). By the conditions for acceptabil-
ity, \( \varphi(\text{lab}(e_1)) \subseteq \varphi(\text{lab}(e_i)) \) and \( \varphi(\text{lab}(e_i)) = (e_2) \). By transitivity, \( \varphi(e_2) = \varphi(\text{lab}(e_i)) \subseteq \varphi(\text{lab}(e_1)) \).

cast: In this case \( e_1 = (C)^{f_i} \text{new}^{f_i} D(\mu), e_2 = \text{new}^{f_i} D(\mu), \) and \( \overline{C}D \vdash D \subset C. \)
The only subexpressions of \( e_2 \) that are not subexpressions of \( e_1 \) is \( e_2 \) itself.
For acceptability, it must be that \( D \in \varphi(\ell_1) \) and \( \varphi(\text{lab}(\mu)) \subseteq \varphi(\overline{\mathbb{F}}) \) where
\( \text{fields}(\overline{C}, D) = \overline{\mathbb{C}} \mathbb{F}. \) The latter follows by the acceptability conditions for \( e_1. \) The
same conditions also give that \( D \in \varphi(\ell_2) \) and \( \varphi(\ell_2) \cap \text{subclasses}(P_1, C) = \varphi(\ell_1). \) Since \( D \) is a subclass of \( C, \) \( D \in \varphi(\ell_1) \) as required. For type respecting,
it must be that \( \overline{\mathbb{C}}D \vdash E \subset D \) for each \( E \in \varphi(\ell_1) \) (*). By type respecting
for \( \text{lab}(e_1), \overline{\mathbb{C}}D \vdash E \subset D \) for each \( E \in \varphi(\ell_2). \) Since \( \varphi(\ell_1) = \varphi(\ell_2) \cap \text{subclasses}(P_1, C), \) (*) holds.
Finally, \( \varphi(\text{lab}(e_2)) = \varphi(\ell_1) = \varphi(\text{lab}(e_1)). \)

dynamic method invocation: In this case \( e_1 = \text{new}^{f_i} C(\pi).m(\overline{\mathbb{F}}^{e_i} and \( e_2 = \text{e\{this, } \mu := \text{new}^{f_i} C(\pi), \overline{\mathbb{F}}^{e_i} \) where \( \text{methods}(\overline{C}, C, m) = (\ell_1, \pi, e). \) By the
conditions for acceptability \( \varphi(\text{lab}(\overline{\mathbb{F}})) \subseteq \varphi(\text{lab}(\pi)) \) and \( \varphi(\ell_1) \subseteq \varphi(\text{lab}(\text{this})). \) By
Lemma 1, \( \varphi \) satisfies the conditions for acceptability and type respecting
for \( e_2 \) and all its subexpressions. Also by the conditions for acceptability
\[
\varphi(\ell') = \varphi(\ell_2) \text{ and } \varphi(\text{lab}(e)) \subseteq \varphi(\ell'). \text{ Thus } \varphi(\text{lab}(e_2)) = \varphi(\text{lab}(e)) \subseteq \varphi(\ell) = \varphi(\text{lab}(e_1)).
\]

**static method invocation:** In this case \( e_1 = \text{new } e_2, C(\mathbb{x}), D::m(\mathbb{z}) \text{ and } e_2 = \text{this } \mathbb{x} := \text{new } e_2, C(\mathbb{x}), D \) where \( \text{mbody}(C, D, m) = (\ell', \mathbb{x}, e) \). By the conditions for acceptability \( \varphi(\text{lab}(\mathbb{z})) \subseteq \varphi(\text{lab}(\mathbb{x})) \) and \( \varphi(\ell_1) \subseteq \varphi(\text{lab}(\text{this})) \). By Lemma 1, \( \varphi \) satisfies the conditions for acceptability and type respecting for \( e_2 \) and all its subexpressions. Also by the conditions for acceptability \( \varphi(\ell') = \varphi(\ell_2) \) and \( \varphi(\text{lab}(e)) \subseteq \varphi(\ell') \). Thus \( \varphi(\text{lab}(e_2)) = \varphi(\text{lab}(e)) \subseteq \varphi(\ell_2) = \varphi(\text{lab}(e_1)). \n\]

**Lemma 1.** If \( \varphi \) satisfies the conditions for acceptability and type respecting for all labels in \( \mathbb{e} \) and \( \mathbb{a} \) and if \( \varphi(\text{lab}(\mathbb{a})) \subseteq \varphi(\text{lab}(\mathbb{x})) \) then \( \varphi \) satisfies the conditions for acceptability and type respecting for all labels in \( \mathbb{e} \{ \mathbb{x} := \mathbb{a} \} \).

**Proof.** Straightforward.

**B Proof of Theorem 4**

Theorem 4 follows immediately from Rule (25), and from Lemma 2 and Lemma 4, as stated and proved below.

**Lemma 2.** Suppose \( \varphi \in \text{acceptable}(\mathbb{P}) \cap \text{type-respecting}(\mathbb{P}) \), and \( \mathbb{P} = (\mathbb{C}, \mathbb{e}_0) \). If \( \overline{\mathbb{C}} \vdash \mathbb{C} \text{ OK} \), then \( \overline{\mathbb{C}} \vdash \mathbb{C}_{\varphi} \text{ OK} \).

**Proof.** Immediate from Lemma 3 and Lemma 7, using Rule (24).

**Lemma 3.** Suppose \( \varphi \in \text{acceptable}(\mathbb{P}) \cap \text{type-respecting}(\mathbb{P}) \), and \( \mathbb{P} = (\mathbb{C}, \mathbb{e}_0) \). If \( \overline{\mathbb{C}} \vdash \mathbb{C} \text{ OK in } \mathbb{C} \), then \( \overline{\mathbb{C}} \vdash \mathbb{C}_{\varphi} \text{ OK in } \mathbb{C} \).

**Proof.** Straightforward from Lemmas 4, 5, 8, 9, using Rules (17), (23), (36), (37).

**Lemma 4.** Suppose \( \varphi \in \text{acceptable}(\mathbb{P}) \cap \text{type-respecting}(\mathbb{P}) \), and \( \mathbb{P} = (\mathbb{C}, \mathbb{e}_0) \). If \( \overline{\mathbb{C}}, \Gamma \vdash \mathbb{e} \in \mathbb{D} \), then \( \overline{\mathbb{C}}, \Gamma \vdash \mathbb{e}_{\varphi} \in \mathbb{D}_{\varphi} \in \mathbb{U}(\text{lab}(\mathbb{e})) \).

**Proof.** We proceed by induction on the structure of \( \overline{\mathbb{C}}, \Gamma \vdash \mathbb{e} \in \mathbb{D} \). There are six cases, depending on which one of Rules (17)–(22) was the last one to be used to derive \( \overline{\mathbb{C}}, \Gamma \vdash \mathbb{e} \in \mathbb{D} \).

- (17) \( \mathbb{e} \equiv x^\ell \). We have \( \overline{x}^\ell_{\mathbb{P}} = x^\ell \) and \( \overline{[I]}_{\varphi}(x) = \mathbb{U}(\varphi(\ell)) \), so we can derive, using Rule (17), \( \overline{\mathbb{C}} \vdash \mathbb{P} \vdash \mathbb{e}_{\varphi} \in \mathbb{U}(\varphi(\ell)) \), as desired.

- (18) \( \mathbb{e} \equiv \mathbb{f}_i \). We have \( \overline{\mathbb{C}}, \Gamma \vdash \mathbb{f}_i \in \mathbb{C}_0 \) and \( \text{fields}(\overline{\mathbb{C}}, \mathbb{C}_0) = \mathbb{F} \), where \( \mathbb{f}_i \) occurs in \( \mathbb{F} \). From the induction hypothesis we have \( \overline{\mathbb{C}}_{\varphi} \vdash [I]_{\varphi} \vdash \mathbb{f}_i_{\varphi} \in \mathbb{U}(\varphi(\ell_1)) \). From \( \varphi \in \text{type-respecting}(\mathbb{P}) \) we have \( \overline{\mathbb{C}} \vdash \mathbb{U}(\varphi(\text{lab}(\mathbb{e}_0))) \subseteq \mathbb{C}_0 \) so \( \text{fields}(\overline{\mathbb{C}}, \mathbb{U}(\varphi(\text{lab}(\mathbb{e}_0)))) = \mathbb{D} \subseteq \mathbb{F} \). Hence, from Lemma 7, we have \( \overline{\mathbb{C}}_{\varphi} \vdash \mathbb{U}(\varphi(\text{lab}(\mathbb{e}_0))) \subseteq \mathbb{U}(\varphi(\text{lab}(\mathbb{e}_0))) \subseteq \mathbb{U}(\varphi(\text{lab}(\mathbb{e}_0))) \subseteq \mathbb{U}(\varphi(\text{lab}(\mathbb{e}))) \subseteq \mathbb{F} \). From Rule (26) we have \( \varphi(\text{lab}(\mathbb{f}_i)) = \varphi(\ell), \) so \( \mathbb{U}(\varphi(\text{lab}(\mathbb{f}_i))) = \mathbb{U}(\varphi(\ell)) \), so we can derive, using Rule (18), that \( \overline{\mathbb{C}}_{\varphi} \vdash [I]_{\varphi} \vdash \mathbb{f}_i_{\varphi} \in \mathbb{U}(\varphi(\ell)) \), as desired.
\[\text{(19)} \quad e \equiv \text{new}^f \ C(\overline{v}). \text{ We have } \text{fields}(\overline{C}, C) = \overline{\mathbb{D}}, \text{ and } \overline{C} \vdash \overline{v} \in \overline{\mathbb{E}}, \text{ and } \overline{\mathbb{D}} \vdash \overline{e} <: \overline{\mathbb{D}}. \text{ From Lemma 7 we have } \text{fields}(\overline{C}\overline{D})_\varphi, C) = \cup \varphi(\overline{lab}(\overline{F})). \text{ From the induction hypothesis we have } \overline{[C]_\varphi}, [F]_\varphi \vdash \overline{[\{e\}]_\varphi} \in \cup \varphi(\overline{lab}(\overline{F})). \text{ From Rule (27), we have } \varphi(\overline{lab}(\overline{v})) \subseteq \varphi(\overline{lab}(\overline{F})), \text{ so from Lemma 9 we have } \overline{C} \vdash \cup \varphi(\overline{lab}(\overline{v})) <: \cup \varphi(\overline{lab}(\overline{F})), \text{ and so from Lemma 8 we have } \overline{C}\overline{D} \vdash \cup \varphi(\overline{lab}(\overline{v})) <: \cup \varphi(\overline{lab}(\overline{F})). \text{ Finally, we have from Rule (28) that } C \in \varphi(\ell), \text{ and since } \text{new}^f \ C(\overline{v}) \text{ has static type } C \text{ and } \varphi \in \text{type-respecting}(\overline{F}), \text{ we have } \cup \varphi(\ell) = C. \text{ We conclude, using Rule (19), that we have } \overline{[C]_\varphi}, [F]_\varphi \vdash \text{new}^f \ C(\overline{v}) \subseteq \varphi(\overline{lab}(\overline{F})).\]

\[\text{(20)} \quad e \equiv (C)\varphi e_0. \text{ We have } \overline{C} \vdash \varphi e_0 \in \overline{D}. \text{ From the induction hypothesis we have } \overline{[C]_\varphi}, [F]_\varphi \vdash \overline{[e_0]_\varphi} \in \cup \varphi(\overline{lab}(\overline{e_0})). \text{ From Rule (20) we have that we can derive } \overline{[C]_\varphi}, [F]_\varphi \vdash (\cup \varphi(\ell))^t \overline{[e_0]_\varphi} \in \cup \varphi(\ell).\]

\[\text{(21)} \quad e \equiv e_0, m(\overline{v}). \text{ There are two cases. First, assume that there is a class } D \text{ in } \overline{P} \text{ such that } \forall \overline{e} \in \varphi(\overline{lab}(\overline{e_0})) : \text{impl}(\overline{C}\overline{D}, E, m) = D : : m. \text{ We have }\]

\[\overline{C} \vdash \varphi e_0 \in C_0 \quad \text{impl}(\overline{C}\overline{D}, E, m) = D \rightarrow C \quad \text{type}(\overline{C}\overline{D}, C_0, m) = \overline{D} \rightarrow \overline{C}\]

\[\text{We have } \cup \varphi(\overline{lab}(\overline{e_0})) <: \overline{D}, \text{ so from Lemma 8, we have } \overline{[C]_\varphi}, [F]_\varphi \vdash \cup \varphi(\overline{lab}(\overline{e_0})) <: \overline{D}, \text{ and together with (42), we have } \text{type}(\overline{C}\overline{D}, D, m) = \overline{D} \rightarrow \overline{C}. \text{ Suppose also } \text{mbody}(\overline{C}\overline{D}, D, m) = (\ell', \overline{F}, \overline{e'}). \text{ From Lemma 6 we have }\]

\[\text{type}(\overline{C}\overline{D}, D, m) = \overline{[\cup \varphi(\overline{lab}(\overline{e_0}))]} \rightarrow (\overline{\varphi(\ell')}). \]

\[\text{From Rule (40) we have } \varphi(\overline{lab}(\overline{e_0})) \neq \emptyset, \text{ so suppose } \overline{e_0} \in \varphi(\overline{lab}(\overline{e_0})). \text{ Suppose also } \text{mbody}(\overline{C}\overline{D}, \overline{e_0}, m) = (\ell', \overline{F'}, \overline{e'}). \text{ From Rules (30)-(31) we have }\]

\[\varphi(\overline{lab}(\overline{v})) \subseteq \varphi(\overline{lab}(\overline{F})) \quad \varphi(\ell') = \varphi(\ell).\]

\[\text{Finally, from Rules (38)-(39) we have }\]

\[\varphi(\overline{lab}(\overline{v})) \subseteq \varphi(\overline{lab}(\overline{F})) \quad \varphi(\ell') = \varphi(\ell').\]
\( \varphi(\text{lab}(\mathbf{x})) \subseteq \varphi(\text{lab}(\mathbf{y})) \)  
(48)
\( \varphi(\ell') = \varphi(\ell). \)  
(49)

Thus, from Rule (22), and from (44)-(49), we have that we can derive

\[
[C\mathcal{B}]_\psi \triangleright [I]_\psi \vdash [e_0]_\psi \cdot D : m([\mathcal{E}]_\psi), \ell \in \lor \varphi(\ell)
\]

as desired.

Second, suppose we have the “otherwise” case from the definition of the transformation of a method call. The proof of this case is similar to the first case, we omit the details.

- (22) \( e \equiv e_0 \cdot D : m(\mathbf{x}) \ell. \) The proof of this case is similar to the previous case, we omit the details.

**Lemma 5.** Suppose \( \varphi \in \text{acceptable}(\mathcal{P}) \land \text{type-respecting}(\mathcal{P}), \) and \( \mathcal{P} = (\mathcal{CD}, e_0). \) If \( \text{override}(\mathcal{CD}, D, m, \mathcal{C} \rightarrow \mathcal{C}_0), \mathcal{CD} \vdash c : D, \) and \( m\text{body}(\mathcal{CD}, \mathcal{C}, m) = (\ell, \mathbf{x}, e), \) then

\[
\text{override}(\mathcal{CD}_{\psi}, D, m, (\lor \varphi(\text{lab}(\mathbf{x}))) \rightarrow (\lor \varphi(\ell))).
\]

**Proof.** Immediate from Lemma 6, using Rule (9), (14)–(16).

**Lemma 6.** Suppose \( \varphi \in \text{acceptable}(\mathcal{P}) \land \text{type-respecting}(\mathcal{P}), \) and \( \mathcal{P} = (\mathcal{CD}, e_0). \) If \( \text{mtype}(\mathcal{CD}, D, m) = \overline{D} \rightarrow D_0, \mathcal{CD} \vdash c : D, \) and \( m\text{body}(\mathcal{CD}, \mathcal{C}, m) = (\ell, \mathbf{x}, e), \) then

\[
\text{mtype}(\mathcal{CD}_{\psi}, D, m) = (\lor \varphi(\text{lab}(\mathbf{x}))) \rightarrow (\lor \varphi(\ell)).
\]

**Proof.** Straightforward, using the rules Rules (3)–(6), (14)–(16), (38)–(39).

**Lemma 7.** Suppose \( \varphi \in \text{acceptable}(\mathcal{P}) \land \text{type-respecting}(\mathcal{P}), \) and \( \mathcal{P} = (\mathcal{CD}, e_0). \) If \( \text{fields}(\mathcal{CD}, D) = \overline{D} \overline{G}, \) then \( \text{fields}(\mathcal{CD}_{\psi}, D) = (\lor \varphi(\text{lab}(\mathbf{x}))) \overline{G}. \)

**Proof.** Straightforward, by induction on the structure of the derivation of the judgment \( \text{fields}(\mathcal{CD}, D) = \overline{D} \overline{G}, \) using Rules (1)–(2).

**Lemma 8.** If \( \mathcal{CD} \vdash c : D, \) then \( \mathcal{CD}_{\psi} \triangleright c : D. \)

**Proof.** Immediate from the definition of subtyping, that is, Rules (14)–(16).

**Lemma 9.** Suppose \( S, T \in \text{flow}(\mathcal{P}) \setminus \emptyset. \) If \( S \subseteq T, \) then \( \mathcal{CD} \vdash S \ll \cup T. \)

**Proof.** Immediate from the observation that the subtyping order forms a tree and therefore admits least upper bounds of nonempty sets.
C Proof of Theorem 5

($\Rightarrow$) Let $P_1 = (\mathbb{C}_\Phi, X\langle e_1 \rangle)$ and $P_2 = (\mathbb{D}_\Phi, X\langle e_2 \rangle)$ where $e_1$ and $e_2$ are given by one of the rules in Figure 2. Clearly $[P_1]_\varphi = ([\mathbb{C}_\Phi]^\varphi, [X]^\varphi(e_1)^\varphi)$, so it remains to show that $[e_1]_\varphi^\varphi \mapsto [e_2]_\varphi^\varphi$. The interesting cases are when $e_1$ is a cast and when $e_1$ is a dynamic method invocation that is transformed to a static method invocation. Case 1, $e_1 = (\mathbb{C}, e_1)^\varphi \text{ new } \langle e \rangle^\varphi \mathbb{D}(\Phi, \alpha)$: In this case $e_2 = \text{new } \langle e \rangle^\varphi \mathbb{D}(\Phi, \alpha)$, and $\mathbb{C} \vdash D \triangleleft C$. By the acceptability of $\alpha$, $D \in \varphi(\ell_2)$ and $\varphi(\ell_2) \cap \varphi(\ell_1) \subseteq \varphi(\ell_1)$. Thus $D \in \varphi(\ell_1)$, so $\mathbb{C} \vdash D \triangleleft \varphi(\ell_1)$. By the reduction rules $[e_1]_\varphi^\varphi \mapsto \text{new } \langle e \rangle^\varphi \mathbb{D}(\Phi, \alpha)$. Case 2, $e_1 = \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m) \alpha_1$ and $[e_1]_\varphi^\varphi = \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m) \alpha_1$. In this case, $\forall \alpha \in \varphi(\ell_1) : \text{impl}(\mathbb{C}, \alpha, m) = D_1$ and $e_2 = e \{ \text{this } \varphi := \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, \alpha) \}$ where $\text{mbody}(\mathbb{C}, \alpha, m) = (\ell, \varphi, e)$. By the acceptability of $\varphi, C \in \varphi(\ell_1)$. So $\text{impl}(\mathbb{C}, \alpha, m) = D_1$. By inspecting the definitions, $\text{mbody}(\mathbb{C}, \alpha, m) = (\ell, \varphi, e)$. Thus:

\[
[e_1]_\varphi^\varphi = \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m) \alpha_1, D_1 : m(e_1)^\varphi \alpha_2 \\
\mapsto [e_2]_\varphi^\varphi(\text{this } \varphi := \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m) \alpha_1, D_1 : m) \\
= [e_2]_\varphi^\varphi
\]

($\Leftarrow$) If $[P_1]_\varphi$ takes any step then it is easy to see that $P_1$ has the form $(\mathbb{C}_\Phi, X\langle e_1 \rangle)$ and that $[P_1]_\varphi \mapsto ([\mathbb{D}_\Phi]^\varphi, [X]^\varphi(e')^\varphi)$ for $[e_1]_\varphi^\varphi$ and $e'$ as in the rules in Figure 2. It remains to show that $e_1 \mapsto e_2$ and $[e_2]_\varphi^\varphi = e'$. The interesting cases are when $e_1$ is a cast and when $e_1$ is a dynamic method invocation that is transformed to a static method invocation. Case 1, $e_1 = (\mathbb{C}, e_1)^\varphi \text{ new } \langle e \rangle^\varphi \mathbb{D}(\Phi, \alpha)$: In this case $[e_1]_\varphi^\varphi = (\mathbb{C}, e_1)^\varphi \text{ new } \langle e \rangle^\varphi \mathbb{D}(\Phi, \alpha)$, $e' = \text{new } \langle e \rangle^\varphi \mathbb{D}(\Phi, \alpha)$, and $\mathbb{C} \vdash D \triangleleft \varphi(\ell_1)$. Since $\varphi$ is type respecting $\mathbb{C} \vdash D \triangleleft \varphi(\ell_1) \triangleleft C$. By transitivity of subtyping $\mathbb{C} \vdash D \triangleleft C$. Letting $e_2 = e_1 = \text{new } \langle e \rangle^\varphi \mathbb{D}(\Phi, \alpha)$ then $e_1 \mapsto e_2$ and $[e_2]_\varphi^\varphi = e'$. Case 2, $e_1 = \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m) \alpha_1$ and $[e_1]_\varphi^\varphi = \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m) \alpha_1$. In this case, $\forall \alpha \in \varphi(\ell_1) : \text{impl}(\mathbb{C}, \alpha, m) = D_1$ and $e' = [e]_\varphi^\varphi(\text{this } \varphi := \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m))$ where $\text{mbody}(\mathbb{C}, \alpha, m) = (\ell, \varphi, e)$. By the acceptability of $\varphi, C \in \varphi(\ell_1)$. So $\text{impl}(\mathbb{C}, \alpha, m) = D_1$. By examination of the auxiliary definitions, $\text{mbody}(\mathbb{C}, \alpha, m) = (\ell, \varphi, e)$. Letting $e_2$ be $e \{ \text{this } \varphi := \text{new } \langle e \rangle^\varphi \mathbb{C}(\Phi, m) \}$ then $e_1 \mapsto e_2$ and $[e_2]_\varphi^\varphi = e'$.
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